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An Example

Consider

maximize 3x1 + 4x2 − 2x3

subject to x1 + 0.5x2 − 5x3 ≤ 2
2x1 − x2 + 3x3 ≤ 3

x1, x2, x3 ≥ 0.

Add slacks (using x’s for slack variables):

x1 + 0.5x2 − 5x3 + x4 = 2
2x1 − x2 + 3x3 + x5 = 3.

Cast constraints into matrix notation:

[
1 0.5 −5 1 0
2 −1 3 0 1

]

x1

x2

x3

x4

x5

 =

[
2
3

]
.
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Similarly cast objective function: 
3
4
−2
0
0


T 

x1

x2

x3

x4

x5

 .

In general, we have:

maximize cTx
subject to Ax= b

x≥ 0.
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Down the Road

Basic Variables: x2, x5.

Nonbasic Variables: x1, x3, x4.

Ax =

[
1 0.5 −5 1 0
2 −1 3 0 1

] 
x1

x2

x3

x4

x5


=

[
x1 + 0.5x2 − 5x3 + x4

2x1 − x2 + 3x3 + x5

]

=

[
0.5x2 + x1 − 5x3 + x4

−x2 + x5 + 2x1 + 3x3

]

=

[
0.5 0
−1 1

] [
x2

x5

]
+

[
1 −5 1
2 3 0

]  x1

x3

x4


= BxB +NxN .
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General Matrix Notation

Up to a rearrangement of columns,

A
R
=
[
B N

]

Similarly, rearrange rows of x and c:

x
R
=

[
xB
xN

]
c

R
=

[
cB
cN

]

Constraints:
Ax = b ⇐⇒ BxB +NxN = b

Objective:
ζ = cTx ⇐⇒ cTBxB + cTNxN

Matrix B is m×m and invertible! Why?
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Express xB and ζ in terms of xN :

xB = B−1b−B−1NxN

ζ = cTBxB + cTNxN

= cTBB
−1b−

(
(B−1N)TcB − cN

)T
xN .

Dictionary in Matrix Notation

ζ = cTBB
−1b −

(
(B−1N)TcB − cN

)T
xN

xB = B−1b − B−1NxN .
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Example Revisited

B =

[
0.5 0
−1 1

]
=⇒ B−1 =

[
2 0
2 1

]

B−1b =

[
4
7

]

B−1N =

[
2 0
2 1

] [
1 −5 1
2 3 0

]
=

[
2 −10 2
4 −7 2

]

(B−1N)TcB − cN =

 2 4
−10 −7

2 2

 [ 4
0

]
−

 3
−2
0

 =

 5
−38
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cTBB
−1b =

[
4 0

] [ 4
7

]
= 16
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Sanity Check

ζ = 3x1 + 4x2 − 2x3

x4 = 2 − x1 − 0.5x2 + 5x3

x5 = 3 − 2x1 + x2 − 3x3.

Let x2 enter and x4 leave.

ζ = 16 − 5x1 − 8x4 + 38x3

x2 = 4 − 2x1 − 2x4 + 10x3

x5 = 7 − 4x1 − 2x4 + 7x3.
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Dual Stuff

Associated Primal Solution:

x∗N = 0

x∗B = B−1b

Dual Variables:

(x1, . . . , xn, w1, . . . , wm) −→ (x1, . . . , xn, xn+1, . . . , xn+m)

(z1, . . . , zn, y1, . . . , ym) −→ (z1, . . . , zn, zn+1, . . . , zn+m)

Associated Dual Solution:

z∗B = 0

z∗N = (B−1N)TcB − cN

Associated Solution Value:
ζ∗ = cTBB

−1b
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Primal Dictionary:

ζ = ζ∗ − z∗N
TxN

xB = x∗B − B−1NxN .

Dual Dictionary:

−ξ = −ζ∗ − x∗B
TzB

zN = z∗N + (B−1N)TzB.
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Dual of Problems in “Equality” Form

Consider:

max cTx

Ax = b

x ≥ 0

Rewrite equality constraints as pairs of in-
equalities:

max cTx

Ax ≤ b

−Ax ≤ −b
x ≥ 0

Put into block-matrix form:

max cTx[
A
−A

]
x
≤
≤

[
b
−b

]
x ≥ 0

Dual is:

min

[
b
−b

]T [
y+

y−

]
[
AT −AT

] [ y+
y−

]
≥ c

y+, y− ≥ 0

Which is equivalent to:

min bT (y+ − y−)
AT (y+ − y−) ≥ c

y+, y− ≥ 0

Finally, letting y = y+ − y−, we get

min bTy

ATy ≥ c

y free.
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Dual of Problems in General Form

• Equality constraints =⇒ free variables in dual.

• Inequality constraints =⇒ nonnegative variables in dual.

Corollary:

• Free variables =⇒ equality constraints in dual.

• Nonnegative variables =⇒ inequality constraints in dual.
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